








(d) Use the previous result to show that there is no mixed Nash equilibrium in
which exactly cities 1 and 3 are attacked with positive probabilities; that is,
p1 , p3 > 0 with p1 + p3 = 1 is impossible. Also show that there is no mixed
Nash equilibrium in which exactly cities 2 and 3 are attacked with positive
probabilities (p2, p3 > 0 with p2 + p3 = 1 is impossible as well).
 [15%]

The results established so far imply that in any Nash equilibrium, either all three
cities are attacked with positive probabilities or only cities 1 and 2 are attacked
with positive probabilities.
(e) Characterize the conditions under which there is a Nash equilibrium in which
only cities 1 and 2 are attacked with positive probabilities (i.e., p1 , p2 > 0,
p1 + p 2 = 1).
 [15%]



(f)Characterize the conditions under which there is a Nash equilibrium in which
all cities are attacked (i.e., p 1, p2 , p3 > 0).
 [20%]











(f) Outline how the analysis in parts (b)–(d) changes if the firms’ unit cost is
c0 = 1.99. Do not complete the derivation of all subgame-perfect equilibria
in this case.
 [20%]













8. Alice and Bob play the following stage game; the analysis will involve its repeti-
tion over several periods.
Each player starts the stage game with a budget of 2 payoff units. Simultaneously,
each may either “enable” a donation to the other (action E) or not (action N). En-
abling a donation to the other reduces the player’s own payoff by 1 and increases
the other’s payoff by 2; this is in addition to any change that the other’s action
may induce in their payoffs. Action N does not affect payoffs. Alice (but not Bob)
has a third option: instead of E and N she may play action D (“destroy”), which
makes both players lose everything they could have earned in the stage game –
that is, the stage-game payoff of each player is reset to zero.
(a) Write down the normal form of the stage game (hint: it is simply a 3x2 table)
and find all of its Nash equilibria.
 [10%]

(b) Derive (not just assert) each player’s minmax payoff and plot the set of fea-
sible and individually rational payoffs of the stage game.
 [15%]





In what follows, assume that the stage game is repeated infinitely many times.
Players observe all past actions. Each player maximizes the discounted sum of
his or her stage-game payoffs using discount factor d 2 (0, 1).
(c) What are the lowest and highest sums of the players’ per-period payoffs that
can be sustained in a subgame-perfect equilibrium (SPE) of the infinitely-
repeated game for d close to 1? Explain.
 [15%]



(d) Construct a SPE for d sufficiently close to 1 such that both players choose E
in every period on the equilibrium path. What is the lowest d for which there
exists a SPE (not just the one you constructed) that induces (E, E) in every
period? Explain.
 [20%]

What is the lowest d for which there
exists a SPE (not just the one you constructed) that induces (E, E) in every
period? Explain.
 



(e) Construct a SPE for d = 0.75 in which Alice plays N and Bob plays E in every
period on the equilibrium path.
 [20%]



(f) What is the lowest d such that ( N, E ) in every period (on the equilibrium
path) can be sustained in some SPE of the infinitely-repeated game? Explain
whether this is different from the lowest d found in part (d), and why. [20%]




